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ABSTRACT
In Autonomous Vehicle (AV) platooning, vehicles queue up with
minimal following distances for improved traffic density and fuel
economy. If one vehicle is compromised and suddenly brakes, these
AVswill most likely be unable to prevent a collision. In this work, we
propose a proactive approach to platooning security: Autonomous
Vehicle contracts, in which AVs are architected to use secure en-
claves to enforce agreed-upon driving rules, such as a restriction
not to brake harder than a certain threshold while the contract
is in effect. We explore whether AV contracts will be feasible in
worst-case emergency situations while simultaneously under at-
tack, when it is imperative to return full autonomy to AVs as soon
as possible. Through our prototype contract implementation using
Intel SGX enclaves, including measurement from real-world testing
of wireless On-Board Units (OBUs), we show that AV contracts
can be quickly and safely terminated in the event of an emergency
while retaining a false positive rate of under 0.001% per 10 hours
of use. We find that individual autonomy can be returned to the
vehicles of an 8-vehicle platoon under contract within 1.5 seconds
of an attack, including both detection and safe vehicle separation.
Smaller platoons are even quicker. Consequently, automobile man-
ufacturers may find the additional safety offered by AV contracts
to provide a net benefit.

1 INTRODUCTION
We are currently on the precipice of Autonomous Vehicles (AVs)
becoming a reality for the general public. This technology promises
improvements to safety, reliability, efficiency, and quality of life.
Vehicle-to-Vehicle (V2V) and Vehicle-to-Roadside (V2R) communi-
cations, collectively called V2X, are one area of ongoing research
in which vehicles communicate with entities around them to better
plan their driving paths. V2X can be used to deliver critical safety
and positional information to nearby vehicles, as well as help shape
traffic patterns on a regional scale. One exciting promise of Con-
nected AVs (CAVs) is Cooperative Adaptive Cruise Control (CACC),
or platooning, in which several vehicles trail one after another with
minimal following distance, behaving as a single unit.

Platooning brings many advantages, particularly for highway
driving. Vehicles following closely behind one another can reduce
their wind resistance, significantly increasing their fuel economy.
This is particularly important for vehicles that are on the road for
long periods of time with minimal speed changes, such as trucks, for
which testing has shown a 5-10% decrease in fuel usage, including
for the leading vehicle [31]. Additionally, by packing vehicles tighter

together, traffic congestion can be reduced. Clearly platooning is a
desirable construct, generating at least one startup so far [36], and
the literature is filled with work exploring the necessary communi-
cation between vehicles to make it a reality [14, 24, 44, 46, 50].

Just as humans are taught to drive safely, AVs are taught to
identify and avoid dangerous situations, e.g., too little following
distance with a preceding vehicle. Some AV models explicitly place
safety constraints on the vehicle operation [5], within which the
AV can freely navigate. For instance, an AV should retain a safe
following distance between itself and any preceding vehicle so that
it has time to react to any unexpected behavior. However, in the
process of joining a platoon, an AV will find itself compelled to
violate this safe following distance constraint, as it must maintain a
close following distance for economic benefit. This puts the vehicle
occupants at risk that the preceding vehicle could suddenly brake
and cause a collision, potentially one involving many vehicles with
limited ability to respond. Liu has demonstrated this issue [35] using
the PLEXE [47] platooning extension for the popular AV simulator,
Veins [49]. Researchers have demonstrated that existing vehicles
can be exploited to remotely control the operation of the brakes,
even over the network [10, 30, 38]. Given the history of malware in
general, it would be foolish to expect future autonomous vehicles
to be immune to compromise.

Many researchers have explored the idea of misbehavior detec-
tion for autonomous vehicles [7, 12, 13], but these approaches are
inherently reactive. A compromised vehicle must first exhibit un-
expected behavior before other vehicles can detect an anomaly and
respond to the situation. In a platoon, with many vehicles packed
closely together, a malicious vehicle could potentially create a dev-
astating pile-up by braking more quickly than following vehicles
can react. Based on published third-party stopping distance test
results, modern passenger vehicles exhibit varying maximum brak-
ing decelerations ranging from approximately 8 m/s2 to 11 m/s2 on
dry pavement. We show a small selection of these in Table 1. Even
with instantaneous detection and response, two vehicles traveling
at 100 km/h (62 mph) with the preceding vehicle braking at 1 G
and the trailing vehicle braking at 0.9 G will require 4.32 meters of
following distance to avoid a collision. This necessary separation
increases linearly by another car length (5 meters) for every 173
ms of delayed response by the trailing vehicle. Although reactive
measures may be able to reduce the damage and risk of injury from
such a collision, they are clearly insufficient to prevent contact at
desirable following distances of 1-3 meters.
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Model Category Weight (lbs | kg) Deceleration (m/s2)
2017 Koenigsegg Agera RS Super 3000 | 1360 11.62 to 12.85
2015 Ford Mustang GT Sport 3805 | 1726 10.93
2016 Mazda MX-5 (Miata) Club Sport 2332 | 1058 10.44
2016 Honda Civic Sedan (Touring) Compact 2923 | 1326 10.09
2016 Honda Civic Sedan (EX) Compact 2790 | 1266 9.29
2015 Ford F-150 Truck 5160 | 2341 9.15
2017 Toyota Sienna Limited Minivan 4560 | 2068 8.87
2016 Ford F-150 Truck 4629 | 2100 7.93

Table 1: Mean maximum decelerations calculated from stopping distance tests on dry pavement.

Instead, we propose a proactive solution: autonomous vehicle
contracts. A contract is an agreement between autonomous vehicles
not to violate certain driving parameters. For instance, two or more
vehicles traveling close together in the same lane may form a con-
tract ensuring both maintain a speed of 100 km/h with an allowed
deviation of 2 km/h until the contract is either amended, ended,
or safely terminated upon communication failure. Contracts are
enforced by an enclave, a verifiable binary running on each vehi-
cle that can be remotely attested through cryptographic hardware
keys. The AV is architected such that driving commands must be
signed by the enclave, which ensures the vehicle will not violate
the agreed-upon parameters. Each vehicle’s powertrain and brak-
ing Electronic Control Units (ECUs), the computers that control
actuation of the gas and brakes, are restricted from taking actions
not validated and signed by the enclave. By remotely attesting that
platoon vehicles conform to this model and signing the platoon’s
contract before joining, each vehicle gains additional safety assur-
ance that the other vehicles in the platoon, even compromised ones,
are restricted from performing actions disallowed by the contract,
such as suddenly braking.

Of course, contracts also have a significant downside: that ve-
hicles restricted from making sudden velocity adjustments may
consequently be restricted from responding to emergency situa-
tions, such as an obstacle appearing in the road. We cannot allow
vehicles to unilaterally void a contract, as doing so would obviate
this new protection against bad actors. To make matters worse, the
wireless communication channels can be jammed by an adversary,
even one not part of the platoon. In these worst-case scenarios,
it may not be possible for the platoon vehicles to actively coor-
dinate an emergency response. Therefore, we need a proscribed
mechanism for voiding a contract safely in the presence of inter-
ference and need to minimize delay before returning autonomy
to each vehicle. Human-driven vehicles are subject to the Percep-
tion Response Time (PRT) which indicates that it generally takes
humans between 1 and 3 seconds to respond to unexpected circum-
stances [18, 26, 40]. If we can safely separate and return autonomy
to platooning vehicles in a similar time, it may be desirable to use
contracts to increase the safety factor for trailing vehicles when pla-
tooning. Our experimental results show that it should be possible
to do so in under 1.5 seconds for platoon sizes up to 8.

In this work, we explore the problem space of returning auton-
omy to vehicles under contract as quickly as possible and how the
various trade-offs affect the feasibility of introducing contracts to

autonomous vehicle platooning. We present the following contri-
butions:

• A prototype framework and messaging protocol that sup-
ports the creation and maintenance of contracts as vehicles
join and leave the platoon and maintains platoon safety in
the presence of adversaries.

• An analysis of the physical process of separating platoon-
ing vehicles to safe following distances and velocities with
minimal delay.

• An analysis of the trade-off space for minimizing delay in
detecting communications failure while maintaining connec-
tivity in unreliable conditions.

• A simulated implementation that demonstrates contracts in
action.1

• Measurement of the wireless latencies and cryptographic
computational delays that influence the critical path for de-
tecting communications failure, as well as comparison to the
current state-of-the-art.

• A discussion of additional factors that affect the contract
model, such as how contracts can continue to provide safety
assurance in the presence of redundant braking systems.

2 THREAT MODEL
In this work, we assume the perspective of a vehicle occupant of
an autonomous vehicle forming a platoon with other autonomous
vehicles. In our model, all platooning vehicles are fully autonomous.
The most important assumption is that an occupant must trust
their own vehicle. A malicious vehicle can harm its occupants,
e.g., drive itself off a cliff, entirely outside of the scope of platooning
or contracts. It follows then that benign vehicles will act in their oc-
cupants’ best interest, e.g., will avoid collisions with other vehicles
to the best of their ability and not agree to unsafe contracts.

We assume that any or all other vehicles in the platoon can be
compromised or malicious, and that the operating system and ap-
plications can be controlled arbitrarily by an adversary. Malicious
vehicles can collude, may maneuver in any way within their control,
and send arbitrary network traffic, including completely jamming
the communication channel. We assume that in the absence of
an attack, platooning vehicles can coordinate to navigate around
obstacles or slow down as the situation merits, and so our work
focuses on the worst-case scenario in which all communications
are jammed or another Denial of Service (DOS) attack is present.

1https://github.com/jericks-umich/commpact
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We assume benign vehicles will react to anomalous behavior by
separating, avoiding, and blacklisting any non-compliant vehicle,
generally outside the scope of this work. In comparison, this work
is primarily focused on proactively preventing sudden, stealthy
attacks that other approaches cannot address. Our protocol is de-
signed so that any attack on either the integrity or the availability
of the systems and messages will devolve into a DOS, which we
have designed the protocol explicitly to accommodate.

We assume each vehicle is equipped with an enclave that pro-
vides attestation capabilities. If vehicles are unable to attest one
another’s enclaves, or if conditions are adverse, they will not form a
platoon. Our architecture assumes that the powertrain and braking
ECUs for each vehicle, during manufacturing, have been paired
with the enclave and exchanged keys. This allows the enclave and
ECUs to validate messages from each other, and prevents another
device from impersonating them, regardless of communication
medium. We assume that the powertrain and braking ECUs are
the final arbiters of the car’s movement. That is, physical attacks
between an ECU and its actuators or that otherwise modify the
movement of the car are outside the scope of our model. Our model
is built on the assumption that the enclave and ECUs will behave
as designed. As such, we assume that reducing the ECUs’ attack
surface to only accept commands from the enclave and remotely
attesting the integrity of the enclave binary is sufficient to protect
them from adversarial control.

Finally, we assume that the clocks of the enclaves and ECUs are
synchronized across vehicles in the platoon. Although this paper
assumes all clocks are perfectly synchronized, a real system should
aim to ensure that its clocks are synchronized within approximately
1 ms. This should have only minimal effect on the equations pre-
sented later. Clock synchronization is a difficult problem in general,
and even more so in an adversarial scenario. We leave it to future
work. However, if the platoon vehicles’ clocks cannot be synchro-
nized, benign vehicles can still protect their occupants by simply
not forming a platoon.

3 RELATEDWORK
To date, the research on autonomous vehicle platooning has primar-
ily focused on efficient communications, support for platooning ma-
neuvers, and the string stability problem [14, 46]. The PLEXE [47]
extension to the popular Veins [49] simulator has paved the way for
researchers to evaluate different platooning strategies to meet these
goals [22, 23, 43]. More recently, security researchers have begun
to evaluate the safety implications of compromised autonomous
vehicles engaging in platooning scenarios. Heijden [52] uses PLEXE
to demonstrate how jamming and data injection attacks against
several CACC controllers can lead to vehicle collisions. Petrillo [42]
proposes a new CACC controller that is resilient to adversarial
attacks and uses PLEXE to evaluate it against spoofing, message
falsification, and packet loss. Anomaly and misbehavior detection
techniques have also been explored [7, 12, 13]. However, as Liu [35]
shows, a malicious vehicle with control over the vehicle’s motion
can cause a platoon collision directly. Even an instantaneous brak-
ing response cannot prevent collisions among heterogeneous ve-
hicles. Reactive approaches to platoon safety are important, but
insufficient.

Enclaves have typically been used in cloud and mobile applica-
tions. One of the earliest use cases for enclaves was enterprise-use
of personal mobile devices, also known as Bring-Your-Own-Device
(BYOD). Enterprises wish to allow users to access proprietary in-
formation, such as company email, on their personal smartphones,
but often require assurance that the data will remain within com-
pany control. One product that delivers this is Samsung Knox [53].
Built on ARM TrustZone [34], Knox keeps company data within a
company-controlled enclave on employees’ personal devices, allow-
ing administrators to, among other things, remotely wipe the en-
clave memory. In 2015, with growing concerns of data compromise
on public clouds [21], Intel introduced SGX [37], with stronger cryp-
tographic root-of-trust guarantees than previous offerings. SGX
was groundbreaking because of its remote attestation capability.
After forming a proof of attestation, it could be sent to a remote
user and verified, ensuring that the application was not altered and
was running on genuine Intel hardware [6]. Applications could be
designed to only deploy keys or provision sensitive data after this
attestation process was complete. Despite many attacks against
the current generation of enclaves [8, 17, 32, 45], the concept is
powerful and can enable many secure features once more refined
and resilient iterations are available.

Several recent works have explored the use of secure enclaves
for automotive applications. NXP has explored the use of enclaves
to encrypt and protect sensitive data, similar to the use of a Hard-
ware Security Module [48]. Virtual Open Systems [41] and Kim [28]
have explored the use of TrustZone’s secure world as a platform for
segregating critical vehicle software and In-Vehicle Infotainment
software while running both on the same hardware. However, fun-
damentally, these works follow the same model as a hypervisor
restricting sandboxed software from tampering with privileged data
while sharing the compute platform. The true promise of enclaves
is the ability to run trusted code on remote hardware and receive
attestation that it will faithfully execute.

To the best of our knowledge, our proposal is the first to leverage
the remote attestation capabilities of enclaves to protect vehicle
occupants by enforcing driving constraints on other autonomous
vehicles.

4 BACKGROUND ON ENCLAVES
The technical background of enclaves, upon which AV contract
enforcement is built, is largely outside the scope of this paper.
In this section, we aim to highlight the important features that
enclaves provide, without delving too far into the mechanisms by
which they provide these features. Curious readers may refer to
the literature on this topic [25, 34, 37] for more information.

Enclaves can be thought of as a hardware-enforced partitioned
environment for executing trusted code. Untrusted code, which
likely includes the main operating system and most applications,
runs in the insecure world, while trusted applications run in the
secure world. Memory used by the secure and insecure worlds is
disjoint, and execution may only change worlds using prescribed
instructions that perform a secure context switch, similar to a syscall
or hypercall.

Intel, AMD, and ARM each have their own enclave architectures,
Software Guard Extensions (SGX), Secure Encrypted Virtualization
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(SEV), and TrustZone, respectively. In our prototype, we use Intel
SGX, as its root of trust characteristics are more mature than those
of TrustZone and hardware for SGX v1 is available for consumer
purchase. Regardless, our model does not rely on the characteristics
of a particular enclave technology, but rather on these key features:

• Remote cryptographic attestation of valid hardware
• Remote cryptographic attestation of an immutable, currently-
executing enclave binary

• Ability to securely generate and exchange keys derived from
a hardware-based random number generator

In this work we require an enclave to run on each vehicle. Since
the binary for this enclave can be attested, one vehicle can trust that
the enclave running on another vehicle will faithfully execute as
expected. Our model expects that all vehicles will be using identical,
or at least mutually trusted and compatible, enclave applications,
which can be verified as such before a vehicle joins the platoon.
Barring vulnerabilities in the enclave binary itself, enclaves can
trust other vehicles’ enclaves to behave as they would themselves.

It is not critically important on which computing device in the
vehicle the enclave exists, although there are advantages for run-
ning it from vehicle’s gateway controller. The enclave will run a
small binary with a simple purpose: to validate the commands being
passed to the powertrain and braking ECUs and filter any that con-
flict with the current contract. The ECUs must be configured to only
accept commands that are signed by the enclave which ensures that
the commands conform to the agreed-upon contract and reduces
the attack surface of the ECUs. The ECUs cannot simply conform to
the contract policy themselves without an enclave because without
the enclave’s ability to be remotely attested, other vehicles cannot
trust that the code properly enforces the contract. When joining
a platoon, each vehicle attests the enclave running on the other
vehicles before exchanging keys. Later, when receiving a contract
signed by an attested enclave of another vehicle, one can trust that
the remote enclave will enforce the terms of the contract.

5 METHODOLOGY
Since our primary goal is safety, we must consider what happens
in emergency situations. Each vehicle will be bound to the platoon
contract and restricted in how it may react. This currently takes
the form of speed and acceleration bounds, as shown in Table 6. In
the common case, with a working communication channel and no
adversarial interference, the platoon will be able to coordinate to
adjust the contract and react directly to an emergency situation,
whether that means coming to a complete stop, performing a lane
change, or some other maneuver. Enumerating the many optimal
solutions to specific emergency situations in a cooperative environ-
ment is outside the scope of our work. We focus instead on the
adversarial environment, in which communications can be severed.
In this environment, we wish to safely terminate the contract as
soon as possible and return full autonomy to each vehicle, allowing
them to respond to the emergency situation as individuals. We can-
not simply terminate the contract while the platoon is still formed,
as this would effectively negate the safety restrictions the contract
places upon other vehicles. Consequently, we must separate the
vehicles in the platoon to a Safe Separation Distance and Velocity
(SSDV) before terminating the contract. This becomes our primary

form of defense against adversarial actions. The platoon contract
may be cooperatively terminated by any member vehicle, or by a
timeout due to lack of communication, but must always remain in
effect until the platoon has safely separated and the Emergency
Termination Procedure (ETP) is complete.

Let us imagine a worst-case scenario. At some time t , an emer-
gency occurs. We cannot predict this emergency, and so cannot
preload instructions for the platoon vehicles to follow to react to
this specific emergency. We also cannot assume that all vehicles
in the platoon are even aware that an emergency has occurred.
Perhaps the leader has just discovered an obstacle in the road but it
is not visible to the following vehicles. Also, at time t , an adversary
jams the communication channel.

In this situation, we have two phases before each vehicle can
be released from the contract and may regain full autonomy. The
first phase is the Recovery Phase, in which the platoon attempts
to recover from its communications failure. Temporary wireless
communications failures are common, and sowemust find a balance
between robust communications recovery andminimizing the delay
before initiating the second phase of the termination procedure.
The second phase is the Separation Phase, in which the platoon
vehicles begin to separate from one another. The Separation Phase
ends when the vehicles have reached the SSDV, at which point the
contract ends. The sum of these two phases will dictate how long
it takes for the platoon vehicles to react to a worst-case emergency
situation.

We start by explaining the Separation Phase and ETP, as the
separation of the platoon informs the design of the communications
protocol for the Recovery Phase.

5.1 Separation Phase
In the event that the Separation Phase is triggered, the platoon vehi-
cles must separate and return to a safe following distance from one
another. This procedure must be defined in advance, as termination
may commence due to a total disruption of communications and
so no orchestration between vehicles can be relied upon during
the procedure itself. Additionally, any flexibility given to vehicles
to determine the parameters of this procedure, such as individual
deceleration rate, must be tightly constrained and enforced by the
enclave such that we can still provide assurance that the vehicles
will not collide. We cannot assume that the vehicles can separate via
lane change, as there may be another vehicle blocking the adjacent
lane, or there may be no adjacent lane available. Separation must
occur only from the rear of the platoon since we cannot assume the
leader has room to speed up. We wish to be able to pre-calculate
the amount of time this separation will take so our total delay can
stay within a safe threshold every time platoon members are added
or environmental conditions change.

Each vehicle will decelerate at a proscribed fraction of the pla-
toon’s maximum deceleration rate so as to maintain equal distance
between vehicles. The absolute negative acceleration A for each
vehicle in the platoon is given by:

An =
n

N
M (1)

where N is the number of follower vehicles in the platoon, n is the
vehicle’s index in the platoon starting at 0 for the leader and ending
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Figure 1: Free-body diagrams showing distances, velocities,
and accelerations of the Leader and Follower vehicles at the
beginning of the separation procedure (t0), the end of the
separation procedure (tsep ), and the point at which both ve-
hicles have come to rest (tstop ).

at N for the tail vehicle, and M is the minimum of the platoon
vehicles’ maximum braking decelerations.

5.1.1 Calculating Separation Phase Delay. During the termina-
tion procedure, we wish for the platoon vehicles to separate as
quickly as possible. Since all vehicles in the platoon must be able
to reach a safe separation distance and velocity without commu-
nications, we need to preemptively calculate the time it will take
from the start of the termination procedure until the vehicles have
sufficiently separated such that all vehicles may decelerate inde-
pendently and no vehicle will be forced into a collision.

We first define the Safe Separation Distance and Velocity (SSDV)
between the leader l and follower f as the distances and velocities
such that if both apply their maximum braking acceleration they
will not collide before coming to a complete stop. To simplify the
scenario for visualization, we focus on a platoon made up of two
vehicles, a leader and a follower, shown in Figure 1. At time t0, both
vehicles will be traveling at the platoon velocity v0 and separated
by a distance d0, the Separation Phase will begin and the follower
will decelerate at a0.2 At time tsep , the vehicles will reach the SSDV.
The leader will still have velocity v0 but the follower will have
decelerated to v1 and they will be separated by a greater distance
dsep . Both vehicles may begin to brake at their maximum rates. At
time tstop , the vehicles will have reached zero velocity and should
remain separated by some safe distance dstop .

2Other pairs of vehicles in a larger platoon will also separate at a0 relative to one
another, but will have a slower effective v0 at tsep

Platoon v0 a0 a1 a2 d0 dstop tsep
Size m/s m/s2 m/s2 m/s2 m m ms
2 27.77 -8.82 -9.81 -8.82 1.0 1.0 158
3 27.77 -4.41 -9.81 -8.82 1.0 1.0 307
4 27.77 -2.94 -9.81 -8.82 1.0 1.0 451
5 27.77 -2.20 -9.81 -8.82 1.0 1.0 594
6 27.77 -1.76 -9.81 -8.82 1.0 1.0 728
7 27.77 -1.47 -9.81 -8.82 1.0 1.0 867
8 27.77 -1.26 -9.81 -8.82 1.0 1.0 982

Table 2: Separation procedure delays (tsep ) for separation
decelerations (a0) corresponding to the relative maximum
braking rate for platoon sizes of 2 through 8.

We can solve for tsep with the following equation, derived in
Appendix A:

(a20a1 − a0a1a2)t
2
sep + (2a0a1v0)tsep+

v20(a1 − a2) + 2a1a2(d0 − dstop ) = 0
(2)

Since at t0 we either know or can estimate all terms besides tsep ,
we can solve Equation 2 with the quadratic formula.

When we move to platoons with more than two vehicles, it
becomes simple to extend the model. For an N -vehicle platoon,
each vehicle will decelerate at its fraction of the platoon’s maximum
braking deceleration, as dictated by Equation 1. Thus, at tsep , each
pair of vehicles will be separated by the same distance dsep and
the same difference in velocity. The only difference between each
pair is that, at tsep , later vehicle pairs will have lower absolute
velocities, and will therefore reach tstop sooner. We may continue
to use Equation 2 as an upper bound for tsep . Table 2 shows the
result of using Equation 2 for platoons initially traveling at 100
km/h, with a maximum deceleration rate of 0.9 G, but the potential
for vehicles to decelerate at 1.0 G once the SSDV is reached.

5.2 Recovery Phase
Platooning vehicles will spend the majority of their time in a steady
state with a contract active. During this time, each vehicle will
participate in continuous communication to ensure the commu-
nications channel is still up. In the worst case, an unrecoverable
communication failure must lead to the emergency termination of
the contract and platoon.

LTE [9], 5G[19], and Dedicated Short Range Communications
(DSRC) [27] protocols are being considered for intra-platoon com-
munications. In this work, we use DSRC for its low latency and
availability of hardware for testing, but any wireless technology
with sufficiently-low message latency could be used. We do not rely
on any specific characteristics of DSRC.

We assume the wireless spectrum is adversarially-controlled and
therefore each vehicle will sign its messages. Since the keys are
storedwithin our trusted enclave, we assume forging validmessages
to be infeasible within our protocol’s recovery period. We pick
ECDSA signatures over the NIST P-256 (secp256r1) elliptic curve as
it is both one of two curves supported for message authentication
in DSRC [2] and also supported by the SGX enclave cryptographic
library. Any attack on message integrity will therefore invalidate
the message and be treated as a dropped packet. Thus, we are
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Figure 2: A basic contract chain in which M is the contract message. The Recovery Phase timeout is extended, starting with
the leader and progressing down the platoon in order. If the Emergency Termination Procedure is ever triggered, the leading
vehicles are guaranteed to end the Recovery Phase no earlier than the trailing vehicles since each prior vehicle must have
extended its own Recovery Phase timeout before continuing the chain.

primarily concerned with Denial of Service (DoS) attacks on the
wireless medium or systems, as opposed to any attacks on the
confidentiality or integrity of the protocol.

We wish to ensure that the Recovery Phase will end and the
Separation Phase will begin for all platoon vehicles simultaneously
so that Equation 2 holds true. If all platoon vehicles currently plan
to end the Recovery Phase at time tx , and the leader wishes to co-
ordinate an extension of the Recovery Phase until some later time
ty , we believe it is infeasible for each vehicle to be simultaneously
assured that all other vehicles have extended the Recovery Phase
until time ty , due to the potential for adversarial tampering. There-
fore, we relax our requirement for complete synchronization of
the start of the Separation Phase. We require that trailing vehicles
must always start the Separation Phase no later than the vehicle
preceding them. Thus, Equation 2 will still ensure that no two adja-
cent vehicles will collide. With this modified requirement, we can
take advantage of the fact that platoon vehicles are ordered. We use
a contract chain to periodically extend the timeout and ensure
that preceding vehicles must extend their Recovery Phase before
trailing vehicles are able to do so. If at any point, the contract chain
fails, vehicles preceding the failure will have an extended Recovery
Phase timeout whereas trailing vehicles will continue to end the
Recovery Phase at the previously-agreed time. The contract chain
is shown in Figure 2.

As an example to help visualize how this works, let’s assume
that the Recovery Phase has a nominal duration of 500ms. At time
t0, all vehicles in the platoon will begin the Separation Phase at
some tsep such that t0 < tsep < (t0 + 500ms). In the absence of
any other stimulus, the platoon leader L will extend its Recovery
Phase timeout to t0 + 500ms . It will then append its signature to the
message, certifying that its Recovery Phase has been extended, and
send that to the second vehicle in the platoon, v1. v1 will extend its
own Recovery Phase timeout to t0+500ms , append its signature, and
pass it along tov2.v2 will be able to safely extend its own Recovery
Phase timeout to t0+500ms since it knows that neither L norv1 will
begin the Separation Phase before that time. Now let’s assume that
somewhere between v2 and v3, a communications failure occurs
andv3 is unable to receive the signatures from L,v1, andv2.v3 will
not extend its Recovery Phase timeout, and will therefore not be
able to sign the message to assure any additional trailing vehicles
that its timeout has been extended. Thus, v3 and any other trailing
vehicles will begin the Separation phase at tsep , while L, v1, and v2

will begin the Separation phase at t0 + 500ms . A successful contract
chain will conclude with the trailing vehicle sending the entire
confirmation chain, signed by all vehicles, to the leading vehicle for
acknowledgement that the entire platoon is still present. A failed
contract chain will be abandoned and after an appropriate timeout
period the Leader will attempt a new contract chain. We note that
after a contract chain fails, a subsequent successful contract chain
will allow any trailing vehicles to update to the latest Recovery
Phase timeout.

5.2.1 Recovery from communications failure. Since the wireless
medium is known to be unreliable, we wish to be able to tolerate
some number of missed contract chains before concluding that the
communications channel has been severed. The precise number of
failed chains before inducing the ETP is variable and dependent on
the network congestion and a safety delay threshold before which
the emergency termination procedure should always be triggered.
Table 3 shows the probabilistic chance, for various packet loss rates,
platoon sizes, and consecutive failed contract chains, for the Separa-
tion Phase to be erroneously triggered in the trailing vehicle due to
environmental factors over the span of one million contract chains.
We note that, even if the Separation Phase is triggered in some
number of trailing vehicles, preceding vehicles who successfully
extend their Recovery Phase timeout need not begin the ETP.

Ultimately, the number of failed contract chains to attempt before
initiating the Separation Phase is dependent on the total latency
for one contract chain. A lower latency means more chains can
be attempted before reaching the timeout, increasing reliability.
Increasing the number of vehicles in the platoon will increase the
latency of the contract chain, reducing the number of chains that
can be attempted before the timeout. If we wish to keep the total
delay for both the Recovery and Separation Phases lower than some
bound, the platoon leader will need to carefully monitor the packet
loss rate and pick an appropriate number of chains to attempt before
the timeout to keep the chance of a false positive below some bound.
The leader can also split the platoon to keep the contract chain
latency manageable.

5.2.2 Contract Principles. Contract chains need not always tra-
verse the platoon in the same order. For instance, the Join, Leave,
and Split procedures (described in section 7) allow contract chains
to originate from vehicles besides the leader, traverse the platoon
in reverse order, or other behaviors. Because the nuances of the
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Packet Loss Rate Platoon Size Chance of Termination per 1,000,000 Recovery Chains
3 Failed Recoveries 5 Failed Recoveries 8 Failed Recoveries 16 Failed Recoveries

0.01% 2 7.9972e-6 ✓ 3.1985e-13 ✓ 2.5584e-24 ✓ 6.5470e-54 ✓

0.01% 4 6.3943e-5 ✗ 1.0228e-11 ✓ 6.5431e-22 ✓ 4.2829e-49 ✓

0.01% 6 2.1568e-4 ✗ 7.7616e-11 ✓ 1.6752e-20 ✓ 2.8081e-46 ✓

0.01% 8 5.1092e-4 ✗ 3.2684e-10 ✓ 1.6717e-19 ✓ 2.7968e-44 ✓

0.1% 2 0.0079403 ✗ 3.1856e-8 ✓ 2.5447e-16 ✓ 6.4883e-38 ✓

0.1% 4 0.061487 ✗ 1.0123e-6 ✓ 6.4495e-14 ✓ 4.1763-33 ✓

0.1% 6 0.19193 ✗ 7.6334e-6 ✓ 1.6365e-12 ✓ 2.6942e-30 ✓

0.1% 8 0.39505 ✗ 3.1942e-5 ✗ 1.6184e-11 ✓ 2.6402e-28 ✓

1% 2 0.99956 ✗ 0.0030540 ✗ 2.4104e-8 ✓ 5.9281e-22 ✓

1% 4 1 ✗ 0.087212 ✗ 5.5829e-6 ✓ 3.2447e-17 ✓

1% 6 1 ✗ 0.47594 ✗ 1.2948e-4 ✗ 1.7810e-14 ✓

1% 8 1 ✗ 0.92108 ✗ 0.0011702 ✗ 1.4857e-12 ✓

5% 2 1 ✗ 0.9965 ✗ 0.0073431 ✗ 6.0189e-11 ✓

5% 4 1 ✗ 1 ✗ 0.68071 ✗ 1.6001e-6 ✓

5% 6 1 ✗ 1 ✗ 1 ✗ 4.3228e-4 ✗

5% 8 1 ✗ 1 ✗ 1 ✗ 0.017835 ✗

Table 3: Probabilistic chance of False Positive (ETP) due to packet loss over one million contract chains. Chances below 0.001%
(1e-5) are shown with a green checkmark. Derived in Appendix B

communications protocol can be complex during these scenarios,
we identify several principles which must always be guaranteed by
the contract to maintain safety.
Principle 1. A vehicle may extend its Recovery Phase timeout to
the minimum value of all vehicles in front of it.
Principle 2. A vehicle may increase its speed bounds only once all
vehicles leading it have done so.
Principle 3. A vehicle may decrease its speed bounds only once
all vehicles trailing it have done so.
There are two common categories of contract chains.

(1) A standard contract chain that travels sequentially through
the platoon from the leader to the rear-most vehicle. Due to
Principle 1, this is the only contract chain that can extend
the Recovery Phase timeout.

(2) A contract chain that is ordered so as to ask permission from
every vehicle that may be affected by the proposed operation.
For instance, while splitting a platoon, the splitting vehicles
must decelerate. Before they can do so, due to Principle
3, each must receive contractual permission to decelerate
from all trailing vehicles before doing so itself. Thus, the
contract chain must traverse the platoon in reverse order
starting from the rear-most vehicle. This kind of contract
chain cannot extend the Recovery Phase, since doing so
would be a violation of Principle 1.

Further discussion of supported platooning scenarios can be
found in Section 7.

6 EVALUATION
Manufacturers who wish to implement platooning contracts will
need to decide on an appropriate maximum delay from the time an
attack occurs until AVs regain autonomy. This delay may be context-
dependent, e.g. a 1.5 second delay may be tolerable on an interstate
highway with barriers and traditional onramps and offramps, but a

Figure 3: Contract chain critical path from when the leader
generates a new contract to when the leader verifies that the
contract has been signed by all vehicles. This takes approxi-
mately 50 milliseconds for an 8-vehicle platoon.
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rural highway with perpendicular intersections may necessitate a
maximum delay of only 0.75 seconds. This delay is the sum of the
Recovery Phase and the Separation Phase, and while the Separation
Phase is primarily adjusted through platoon length, the Recovery
Phase is dependent on several different variables. The Separation
Phase delay can be approximately calculated with Equation 2 and
at 100 km/h with a 10% safety factor, ranges from 158 ms (2-vehicle)
to 982 ms (8-vehicle). The Recovery Phase delay can be set arbi-
trarily, but should balance responsiveness and reliability, which are
dependent on wireless transmission latency, compute time, and the
number of recovery chains that must fail before initiating the ETP.
We have chosen an arbitrary, but conservative, reliability goal of
0.001% or lower chance to invoke the ETP due to environmental
packet loss per 10 hours of platooning time. We believe that if this
overall delay is similar or less than the human Perception Response
Time (1-3 seconds), manufacturers may find it advantageous to
augment vehicle safety with contracts while platooning.

To evaluate the Recovery Phase delay, we have implemented
a prototype of platooning contracts using the PLEXE platooning
extension to the Veins simulator. Our simulation runs on a Super-
micro server with SGX-enabled X11SSZ-QF motherboard and an
Intel Core I7-6700K at 4.0 GHz. Our ECUs are emulated using a
Raspberry Pi 3B+ clocked at 1.4 GHz and connected to our server
via Fast Ethernet (100 Mbps).3

To evaluate the additional processing latency imposed by an
enclave, we have extended PLEXE to:

• Instantiate SGX enclaves and connect to an emulated pow-
ertrain/braking ECU for each simulated vehicle

• Generate and exchange enclave and ECU keys
• Sign contracts and update enclave and ECU parameters
• Validate signatures and contract parameters within each
enclave

• Transmit contract chains between vehicles over the simu-
lated DSRC communication channel

Additionally, we have augmented the simulation to incorporate
the wireless transmission delays we measured using two Cohda
Mk5 OBUs. The critical path for contract chain completion time is
shown in Figure 3, and the results of our simulation over runs with
platoons of sizes 2 through 8 are shown in Figure 4.

6.1 DSRCWireless Latency
Although recent works [15, 39] have shown average delays for
DSRC messages to be between 1 ms and 3 ms per transmission de-
pending on data rates and conditions, these studies measure DSRC
messaging between semi-trailer trucks and over long (100m-500m)
distances, which may be worse than seen in a typical passenger-
vehicle platoon. To evaluate typical latencies seen in a passenger
vehicle environment, we performed our own measurement study
on DSRC wireless transmissions using two Cohda Mk5 OBUs with
antennas mounted atop a 2013 Toyota RAV4 and 2002 Honda Civic.
These vehicles were positioned at one-car-length intervals between
1 and 7 car lengths apart to evaluate the impact that distance has
on packet loss and transmission latency. Our contract payload con-
sists of one 64-byte message and between 1 and 8 64-byte ECDSA

3Ethernet has been suggested as a replacement for the CAN bus in AVs to reduce
latency and improve security. [20, 33].

Figure 4: Contract chain latency results for platoon sizes of 2
through 8. Mean latencies of 12.70, 17.80, 22.68, 29.26, 34.98,
42.00, and 49.27 ms, respectively.

Figure 5: Latencies for messages transmitted between our
two test vehicles via DSRC at 18 Mbps data rate. All tests
were donewith vehicles separated by a gap of approximately
1 meter, except for the 576-byte test which was performed
with vehicles at a distance of approximately 7 car-lengths.

signatures (128-576 bytes). In total, we performed 13 trials of 1000
transmissions each.

The first 7 trials were performed one car length apart (1 meter
gap) with payloads ranging from 128 bytes to 512 bytes to reflect the
additional signatures appended to the contract chain as it traverses
the platoon, each time traveling rearward by one car length. The
remaining 6 trials were with the cars spaced 2 to 7 car lengths apart
and used packet sizes ranging from 256 to 576 bytes, to reflect the
messages sent from the tail vehicle to the leader. The results of
the first 7 trials at one car length and the 576-byte payload at 7
car lengths are shown in Figure 5. We saw mean latencies ranging
from 0.949 ms for 128-byte packets at 1 car-length to 1.200 ms for
576-byte packets at 7 car-lengths, with 98th percentile latencies
from 1.258 ms to 1.485 ms.

In all of the 13 trials (13,000 transmissions), we only had a single
packet lost (latency greater than 10ms). Our sample size is not large
enough to report a packet loss rate with a high degree of confidence,
and the results may be different in alternate conditions, so we do
not attempt to draw any conclusions about packet loss rate from
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Figure 6: Average latencies and packet loss rates for 576-byte
payloads transmitted over DSRC at various data rates over
1000 iterations. Between trials 1 and 2, we switched which
OBU transmitted and which received.

these tests. Consequently, we use a conservative 1% packet loss rate
in future calculations of false positives per 10-hour period.

DSRC supports multiple data rates, ranging from 6 to 27 Mbps
on a single 10 MHz channel. To evaluate what effect this data rate
had on latency and packet loss, we also performed a test of each
supported data rate at a distance of 5 meters, recording latencies
for a 576-byte packet as well as the number of packets lost. We
performed two trials of 1000 packets at each rate, once from each
OBU. Our results are shown in Figure 6. As expected, higher data
rates reduce latency. We identified 18 Mbps as the optimal data
rate to use for our contract latency test (Figure 5), as it minimized
latency while retaining near-zero packet loss.

6.2 Compute Latency
Of the total contract chain latency, the majority comes from compu-
tational delay. Of this, ECDSA sign and verify operations dominate.
For each contract chain, the vehicle enclaves will each sign the
contract and verify between one and N (the size of the platoon)
signatures, as shown in Figure 2. Each vehicle’s ECU will verify the
message sent to it by the enclave and sign a response to the enclave.
For an 8-vehicle platoon, there are 8 sign and 36 verify operations
performed by enclaves on our reference server, and 8 sign and 8
verify operations performed by ECUs on our Raspberry Pi 3B+.
Table 4 shows the latencies for these operations on our hardware,
as well as reference latencies for these operations on low-powered
ASICs presented by the literature. [29, 51]

With the exception of ECDSA sign operations on our server,
all other sign and verify operations in our simulation are slower
than the current state of the art in automotive ASICs for ECDSA
operations. If we were to substitute these reference architecture
latencies for our simulation times, we would see an improvement
from 49.27 ms to 34.46 ms on average per contract chain for an
8-vehicle platoon.

6.3 AV Contract Configuration
Based on the results presented in Figure 4, we can determine appro-
priate values for the Recovery Phase timeout at different platoon

Operation i7-6700K RPi 3B+ ASIC
Sign 0.193 ms 0.709 ms 0.325 ms [51]
Verify 0.321 ms 1.321 ms 0.212* ms [29]

Table 4: Average ECDSA Sign and Verify latencies on our ex-
perimental hardware and on reference ASICs from the lit-
erature. *We note that of the options presented by Kneze-
vic [29] we show here the slowest configuration in their typ-
ical use categorywith the shortest critical path. Their fastest
ASIC computes a verification in 0.037 ms on average.

Platoon # FP Rate per Recovery Separation Total
Size Chains 10 hours Phase Phase Delay
2 7 0.00034% 89 ms 158 ms 247 ms
3 8 0.00012% 142 ms 307 ms 449 ms
4 8 0.00089% 181 ms 451 ms 632 ms
5 9 0.00019% 263 ms 594 ms 857 ms
6 9 0.00078% 315 ms 728 ms 1043 ms
7 10 0.00017% 420 ms 867 ms 1287 ms
8 10 0.00051% 493 ms 982 ms 1475 ms

Table 5: Total expected delay to return autonomy to platoon-
ing vehicles at various platoon sizes, assuming a conserva-
tive 1% packet loss rate.

sizes. We wish to reduce false positives (triggering of the ETP due
to packet loss) to a manageable level while still minimizing the total
Recovery Phase duration. We target a false positive rate of under
0.001% per 10 hours of platooning in an 8-vehicle platoon. Given a
contract chain duration of approximately 50ms on average, we can
expect to attempt 720,000 contract chains in this period. Using an
estimated packet loss rate of 1%, the probability that we will see a
false positive in this period is 0.00706% if we set our ETP timeout
at 450 ms (9 contract chains), and 0.00055% at an ETP timeout of
500 ms (10 contract chains). Thus, we should choose a Recovery
Phase of approximately 500 ms so as to keep the false positive rate
below our threshold.

The total delay before autonomy can be returned to the platoon
for different platoon sizes is shown in Table 5. We note that these
probabilities can be recalculated continuously during platooning
operation and the number of contract chains attempted and the
platoon size can be adjusted to compensate for periods of even
higher packet loss.

7 PLATOONING SCENARIOS
Besides our base example of a contract chain extending an existing
contract, there are several common platooning scenarios we wish
to support with contracts. In this section, we describe how our
current model of contract chains can be used to support each of
these scenarios. If at any time these procedures cannot be completed
as described, the platoon may either abort the procedure or trigger
the ETP.

The contract chain parameters for each of these scenarios are
shown in Table 6.
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Parameter Message Type PurposeE J L S
Contract ID ✓ ✓ ✓ ✓ Identifier for the contract. Increments when the contract is changed.
Sequence Number ✓ ✓ ✓ ✓ Identifier for the contract chain. Increments to prevent replays of old messages.
Sent Time ✓ ✓ ✓ ✓ Prevents acceptance of delayed packets.
ETP Timeout ✓ ✗ ✗ ✗ Extends the timeout period before the Emergency Termination Procedure commences.
Chain Order ✓ ✓ ✓ ✓ Ordered list of platoon members. The contract chain follows this ordering.
Speed Restrictions ✓ ✗ ✗ ✓ The speed bounds within which all platoon vehicles must remain.
Acceleration Restrictions ✓ ✗ ✗ ✓ The acceleration bounds within which all platoon vehicles must remain.
Join Flag ✗ ✓ ✗ ✗ Flag indicating that a new vehicle is joining the platoon.
Leave Flag ✗ ✗ ✓ ✗ Flag indicating that the originating vehicle intends to leave the platoon.
Split Flag ✗ ✗ ✗ ✓ Flag indicating that the originating vehicle intends to split the platoon.
New Vehicle Address ✗ ✓ ✗ ✗ The address for the new joining vehicle.
Public Key ✗ ✓ ✗ ✗ The public key for the new joining vehicle.
Join Position ✗ ✓ ✗ ✗ The platoon position for the new joining vehicle.
Maximum Deceleration ✗ ✓ ✗ ✗ The declared maximum deceleration rate for any new joining vehicle.

Table 6: Contract parameters included in each type of contract chain.
E = Contract Extension. J = Join Request Message. L = Leave Request Message. S = Split Request Message.

7.1 Creating and Joining a Platoon
A vehicle may wish to create a platoon with another vehicle or join
an already existing platoon. Creating a platoon is a special case of
joining where a leader vehicle, L, begins to advertise a new platoon
service and can be treated as the leader of a one-vehicle platoon.
The procedure for joining varies according to the relative positions
of the joining vehicle and the platoon - whether they are in the
same lane or in two adjacent lanes.

The joining vehicle, J , initiates the joining procedure by sending
a request to the leader vehicle L. The request includes J ’s enclave’s
public key and any maximum deceleration rate it requires of the
platoon. After successfully receiving the request, L determines
whether J is allowed to join the platoon based on a successful
enclave attestation, parameters provided in the request, and the
current state of the platoon. If all conditions are met, Lwill compute
the position in the platoon for J to join, inform J and J + 1 (the
vehicle opening the gap, if applicable) of this position, and send
a Join Request Message (JRM) to the platoon with J ’s parameters.
The JRM can traverse the platoon in any order, but for simplicity
will travel from head to tail. The JRM does not, by itself, add J to
the platoon, but must complete (return to L with all signatures)
before L will add J to the platoon. J will officially be part of the
platoon when L sends a contract chain extending the ETP timeout
that includes J in the platoon Chain Order field.

The Join procedure is composed of two phases. In the first phase,
J is not yet part of the platoon and is not a party to the contract. The
leader sends the existing platoon J ’s address, cryptographic keys,
and position information in the JRM. During this phase, J positions
itself in preparation for joining the platoon. If J is joining from an
adjacent lane, J will position itself adjacent to the platoon while
J +1 uses the available flexibility in the contract’s speed restrictions
to open a gap. If J is joining from the rear of the platoon, it will
position itself a short, but safe following distance from the tail
vehicle. This concludes the first phase. J (and J + 1, if applicable)
will inform L that phase one has completed and L will include J in

the Chain Order field of the next contract chain. Once J receives
and signs this contract, it is bound by the contract, limited in its
actions, and potentially subject to the ETP at any time.

Once phase two begins, J will begin the process of merging
with the platoon. Depending on its starting position, it will either
perform a lane change or will speed up within the bounds of the
contract to approach the platoon from the rear. We note that it is J ’s
responsibility, if in an adjacent lane, to ensure that it has sufficient
following distance from any other vehicles in that adjacent lane to
avoid collision for the entire lane change period should communi-
cations fail and the ETP be required. Additionally, should either J
or another vehicle attempt to enter the gap before J has joined the
contract, J + 1 should immediately initiate the splitting procedure
to separate itself and any trailing vehicles from the platoon.

7.2 Leaving a Platoon
A vehicle may wish to leave a platoon and be free of its contract for
a variety of reasons. Perhaps its highway off-ramp is approaching
or the platoon is growing too large.

The Leave procedure is essentially the reverse of the Join proce-
dure. There are two phases. In the first phase, the leaving vehicle,
Lv , will physically separate from the platoon, and in the second
phase, will officially leave the contract.

If Lv is the tail vehicle, it can slowly decelerate within the bounds
of the contract parameters until it has reached a sufficiently large
following distance. If Lv is in the middle of the platoon, or is the
Leader, it must perform a lane change. Just as in the Join Procedure,
Lv must ensure that the adjacent lane is clear and that there is
sufficient following distance for it to undergo the ETP if necessary.
Once the lane change is complete or safe following distance has
been reached, phase two begins.

At the beginning of phase two, Lv has physically separated
from the platoon, but is still bound to the terms of the contract.
Before it can be released from the contract, it requires the other
members of the platoon to agree that it has indeed separated from
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the platoon and no longer poses a threat to the platoon’s safety,
should it suddenly brake or accelerate. Lv will initiate a Leave
Request Chain (LRC) which is first sent to Lv + 1 and propagates
rearwards towards the tail of the platoon. Once the LRC reaches
the tail vehicle, it propagates forward from Lv − 1 until it reaches
L. Once L has received the LRC, it can ensure that all vehicles have
approved Lv’s leaving of the platoon, and L will send Lv a message
releasing it from the contract. Since L’s enclave will not sign this
message until all vehicles have signed the LRC, Lv cannot leave
the contract early. Once Lv receives the message releasing it and
its enclave verifies the signature, its enclave will inform its ECU
that the contract is over and not to trigger the ETP. Lv will also
acknowledge the message so that L can stop re-transmitting.

We note that, as a special case, a vehicle in a platoon of size
1 that is not currently undergoing a join procedure and has not
recently undergone a split procedure may terminate its contract
unilaterally.

7.3 Splitting a Platoon
There may be a variety of reasons to split a platoon. Perhaps, during
a Join or Leave maneuver, a human-driven vehicle inserts itself in
the gap between platoon vehicles, or perhaps network congestion
has increased and to maintain an acceptable Recovery Phase delay,
the platoon size should be reduced. We wish to have a way to split
the platoon into two smaller platoons safely, while maintaining the
contract’s guarantees.

Since we may need to split the platoon immediately, we do not
wish to require physical platoon separation before splitting the
platoon. If a human-driven, and therefore unpredictable, vehicle
has inserted itself into the platoon, prudence warrants either an
immediate trigger of the Emergency Termination Procedure4 or
an immediate separation of the trailing portion of the platoon.
We note that at the time a split is deemed necessary, any trailing
vehicles should reject messages from standard contract chains so
as to initiate the ETP as soon as possible should the Split fail. If the
splitting protocol is unsuccessful, the ETP should take effect for
any vehicles trailing the split location, but not for those preceding
it.

To enable immediate splitting, we require agreement only from
the trailing vehicles. For example, in a 6-vehicle platoon in which a
non-platoon vehicle inserts itself betweenv2 andv3, onlyv3,v4, and
v5 must agree to split the platoon. The immediately-trailing vehicle,
the Split Leader, initiates the split by sending a signed Split Request
Message (SRM) to the tail vehicle. The SRM contains parameters and
constraints for a new contract, specifically including new speed
and acceleration parameters that will cause the rear platoon to
separate. An SRM that does not require the rear platoon to separate
is invalid and should be rejected by the tail vehicle. The SRM is
passed forward and signed by each vehicle in the platoon until
it reaches the Split Leader. As each vehicle accepts the terms of
the new contract, the contract takes effect, thus guaranteeing for
each vehicle that any vehicles behind it are already subject to the
constraints of the new contract.

4Which may require a Recovery Phase delay if communications are disrupted
simultaneously

However, accepting a new split contract does not extend the
recovery phase of the contract. If the split procedure fails at any
point, the split leader and all trailing vehicles will still enter the
Separation Phase in concert and begin to separate according to the
ETP. Once the Split Request Message has reached the Split Leader,
the Split Leader will become a platoon leader and will begin to
initiate contract chain messages itself to maintain the separated
platoon. For convenience, the new platoon leader may send the
fully-signed SRM to the original platoon leader to inform it that
the platoon has split.

As an additional restriction, after a successful Split procedure, the
new Leader may not allow the new platoon to regain its previous
speed until it has reached a safe following distance from its previous
platoon. The enclave enforcing this does not have any way of
securely determining the distance between platoons, as sensor input
is untrusted, so should use the former platoon’s speed parameters
and the new platoon’s speed parameters to estimate the duration
this restriction remains in effect.

8 DISCUSSION
8.1 Redundant Safety Systems
In the course of our research on AV contracts, we have discussed
with automotive industry representatives where our approach may
be at odds with some safety features of future vehicles. Specifically,
redundant braking systems are being developed as a fail-safe for
autonomous vehicles in case the primary system fails. [3, 4] In
this model, incorporating an enclave as a single point of failure
and beyond that, a deliberate restriction on braking ability, may be
unpalatable for safety engineers. However, if a redundant braking
system is not restricted by the enclave, the enclave can no longer
attest to the vehicle’s overall behavior since the redundant braking
system can potentially be compromised. Ideologically, these two
models seem incompatible.

However, by splitting up the purpose of a redundant braking
system into specific goals, wemay be able to integrate these systems
in a compatible way. The first goal of a redundant braking system
is to protect against hardware failure. If, for instance, the primary
braking actuator physically fails, the backup actuator can take over.
This goal is actually compatible with our contract model. Simply
have both the braking systems only accept commands from the
enclave, and initiate the ETP after a timeout if communication is
blocked.

The second goal of the redundant braking system is to, in the
event of an imminent collision, to apply the brakes immediately to
limit the resultant damage. It is this behavior that is fundamentally
at odds with AV contracts, and yet, we can still potentially make
some allowances to enable compatibility. If a collision truly is im-
minent, then the contract shouldn’t restrict vehicles from braking.
However, if the vehicle can be tricked into thinking a collision is
imminent when one is not, then we have negated any benefit from
AV contracts. Herein lies the crux of the issue.

In our threat model, we consider both sensor data and the sys-
tems that process that sensor data to be untrusted. In the attacks
we have seen, adversaries have typically exploited one part of the
system (particularly the infotainment system) and then worked
from system to system until reaching the CAN bus on which they
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could send malicious commands to the ECUs controlling vehicle
motion. We propose that an emergency-only redundant braking
system be designed so as to be entirely firewalled off from the rest
of the vehicle’s electronic systems. A one-way feed of sensor data
can be provided to the emergency braking system, which should
have its own processing unit dedicated to identifying imminent
threats. As this braking system has only one purpose, that of de-
tecting imminent collisions, its processing unit should be simpler
and should not trigger the braking system for general control of the
vehicle. It should also seek consensus of an imminent threat across
multiple sensors, as analog sensor attacks will most likely be much
more difficult to perform simultaneously across multiple sensors.
If constructed in this manner, it may be possible for vehicles to
continue to trust that the redundant braking system will not violate
the contract parameters.

8.2 Congestion Testing of DSRC
Studies that evaluate the performance of DSRC protocol [15, 39] are
sparse and, like our own testing, evaluate DSRC in good weather
on uncongested networks. Our contract protocol is dependent on
low-latency communications, and the disruption of these commu-
nications will at a minimum increase the delay before AVs can
regain autonomy in an emergency situation. More testing in ad-
verse conditions, such as in inclement weather and while sharing a
channel with multiple platoons, is necessary to determine whether
DSRC can serve as the communication medium for AV contracts in
the future. However, AV contracts only use the DSRC protocol as
a convenient low-latency medium to transmit messages between
vehicles and could use another technology if DSRC is found to
be unsuitable. 5G technologies will support ad-hoc communica-
tions [16], and 802.11 WiFi is also an option, utilizing the many
more channels available in the 5 GHz band.

8.3 Steering Control
Our current AV contract model is limited in what restrictions it
can enforce due to the enclave being unable to trust sensor data
that is relayed to it through an untrusted system. Therefore, our
current contracts focus on limiting speed and acceleration, both of
which can be monitored and controlled through our trusted ECUs.
However, recent work done by Chen et al. [11] demonstrates a
highly-accurate method of detecting lateral motion, such as a lane
change, through accelerometer data. An on-chip accelerometer that
could provide trusted sensor data directly to the enclave, coupled
with enclave-control of the power steering ECU, could potentially
enable AV contracts to enforce restrictions on AV steering. This
could enable vehicles to place temporary restrictions on one another
when in close lateral proximity, further augmenting the safety
benefits of AV contracts.

8.4 Needed Enclave Features
AV contracts are built upon the remote attestation and enforcement
capabilities of enclaves. However, while this is necessary for AV con-
tracts, it is not sufficient. While it may be relatively straightforward
to fabricate an ASIC capable of thousands of ECDSA operations
per second, doing so from within an enclave may be a challenge.
Intel’s SGX enclave cannot currently perform I/O or interact with

other modules without the assistance of the untrusted OS, although
TrustZone does support some limited direct I/O. An enclave de-
signed for AV contracts must have trusted access to an accelerator
for ECDSA operations.

Additionally, enclave hardware must be approachable from a
cost perspective. Processors supporting Intel SGX are currently de-
signed for cloud and PC use, not automotive use, and cost hundreds
of dollars. This is certainly an unpalatable price point for auto-
motive manufacturers. TrustZone can be found on cheap mobile
processors, and is present on the Tegra K1 found in Audi’s zFAS [1]
central driver assistance controller. However, current generations
of TrustZone do not provide the necessary remote attestation ca-
pabilities required for AV contracts. We hope that by identifying
these requirements, the next generation of enclave technologies
can support this use case.

9 CONCLUSION
In platooning, Autonomous Vehicle contracts are likely to be ben-
eficial, significantly increasing the difficulty for adversaries to re-
motely cause vehicle collisions in platoons where vehicle occupants
are most at risk. Our prototype shows contracts can be adjusted
to fit changing conditions and maintain a conservative emergency
response delay within 1.5 seconds for platoons of 8 vehicles, or
as short as 0.25 seconds for 2-vehicle platoons. During an attack,
vehicles under contract can physically separate and regain full indi-
vidual autonomy more quickly than many human drivers can even
begin to react. While AV contracts may not be suitable for all envi-
ronments or situations, their use in normal operating conditions
may someday save lives and merits further investigation.
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A CALCULATING THE SSDV
Distance Formula:

df inal =
1
2
at2 +vt + dinit ial

df inal − dinit ial =
1
2
at2 +vt

∆d =
1
2
at2 +vt

Time to reach rest:
∆v = at

vf inal −vinit ial = at

t =
vf inal −vinit ial

a

vf inal = 0 ⇒ t = −
vinit ial

a
Displacement of Vehicle after beginning to decelerate to rest:

∆d =
1
2
at2 +vinit ial t

∆d =
vinit ial

2

2a
−
vinit ial

2

a

∆d = −
1
2
vinit ial

2

a
Goal: Calculate tsep .
At time t0, follower f begins to decelerate. At time tsep , it has
reached a distance dsep from leader l and a new velocity v1.

v1 = v0 + a0tsep

dsep = ∆dl − ∆df + d0

dsep = (v0tsep ) − (
1
2
a0t

2
sep +v0tsep ) + d0

dsep = −
1
2
a0t

2
sep + d0

At time tsep , both vehicles are released from the contract and can be-
gin decelerating at their maximum rates, a1 and a2. They reach rest
at different times tl_stop and tf _stop after traveling some distances
∆dl and ∆df , culminating at a final distance between vehicles dstop .

dstop = ∆dl − ∆df + dsep

dstop = (−
1
2
v20
a1

) − (−
1
2
v21
a2

) + dsep

Substitute for v1 and rearrange in terms of dsep :

dsep =
1
2
v20
a1

−
1
2
(v0 + a0tsep )2

a2
+ dstop

Now, with two linear equations for dsep , we can set them equal
and solve for tsep :

−
1
2
a0t

2
sep + d0 =

1
2
v20
a1

−
1
2
(v0 + a0tsep )2

a2
+ dstop

After simplification:

(a20a1 − a0a1a2)t
2
sep + (2a0a1v0)tsep+

v20(a1 − a2) + 2a1a2(d0 − dstop ) = 0
(2)

B CHANCE OF ETP DUE TO PACKET LOSS
In our model, attacks are detected through a timeout. Should the
contract chains passed between vehicles stop arriving, after some
period of time, we invoke the ETP to ensure the safe separation
of the platoon. However, there is a small chance that, simply due
to environmental packet loss, enough consecutive contract chains
fail to cause at least one vehicle to reach its timeout and initiate
the ETP. We would like to quantify this chance so we can ensure
it stays under some configurable bound. In our evaluation, we
pick an upper bound of 0.001% chance per 10 hours of platoon
operation, assuming a uniform 1% packet loss rate. Higher packet
loss rates would necessitate either tolerating a greater chance of
false positive, or extending the duration of the Recovery Phase, to
the detriment of safety. If necessary, the platoon may be split to
reduce the duration of the Recovery Phase to within acceptable
bounds. Here, we quantify the probability that there will be at least
one false positive (FP) in a large number of contract chains based
on the packet loss rate, the length of the platoon and the Recovery
Phase duration we are willing to endure.

For a contract chain to succeed, every individual packet trans-
mission within the chain must succeed. For packet loss rate p and
contract chain of length L, the probability of an individual contract
chain failing Pf (L) is:

Pf (L) = 1 − (1 − p)L

For n repeated and independent contract chains, the probability
that there is at least r or more consecutive failures, PF P (n, r ), due
to random packet loss equals the probability that there is at least r
or more consecutive failures in the previous n − 1 contract chains,
PF P (n−1, r ), plus the probability that nth contract chain is a failure
and this nth failed contract chain is the r ’th consecutive failure,
P
′

(n, r ):

PF P (n, r ) = PF P (n − 1, r ) + P
′

(n, r )
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P
′

(n, r ) is composed of:

(1 − PF P (n − r − 1, r )) · (1 − Pf (L)) · Pf (L)
r

which is the probability that all below conditions are met:
• There are not r or more consecutive failures in the first
(n − r − 1) contract chains.

• The (n − r )’th contract chain succeeds.
• The last r contract chains, including the nth, all fail.

Therefore, the possibility that there are at least r or more consecu-
tive failures PF P (n, r ) is:

PF P (n, r ) = PF P (n−1, r )+ (1−PF P (n−r −1, r )) · (1−Pf (L)) ·Pf (L)r

using this equation, the probability of a false positive can be recur-
sively calculated for different initial parameters p, L, n, and r . Table
3 and Table 5 show our results. If in-vehicle computation is limited,
this calculation can be pre-computed and a simple lookup table
to adjust Recovery Phase duration can be used during platooning
itself.
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